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Abstract

This paper uses a joint embedding model, INTER-
POLAR, based on graph convolutional networks and
RoBERTa, to combine textual and social network
analysis and estimate the partisan orientation of users
of the micro-blogging sites Twitter and Parler. We
focus on the 2020 US presidential election and its af-
termath. By combining information on the structure
of the social networks, likes, hashtags, re-posts, and
the content of messages, INTERPOLAR estimates the
partisan orientation of users who were active during
the campaign. We also present the novel INTERPO-
LAR INDEX for estimating the degree of partisan po-
larization on a daily basis throughout the campaign,
grouping users by ideology and analyzing changes in
cluster distances. Our estimates are based on over 4.5
million posts and the user interactions taking place
within them. We validate our results through both
synthetic and real data analyses, ranging from con-
trolled tests of particular aspects of the model to full-
scale comparisons with other methods over months
of data. We also use several gold standard measures,
such as the voting records of Members of Congress,
the party affiliation of users, and primary registration
records. Preliminary findings indicate that polariza-
tion increased after the 2020 election, with important
shifts around the Capitol Hill riot.
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1 Introduction

The US 2020 election has been one of the most di-
visive in recent American history. The party system
has become extremely polarized over the last thirty
years, but this has reached unprecedented heights as
Democrats and Republicans now strongly mistrust
each other [|Gelman et al., 2008} Iyengar et al., 2012}
McCarty et al.l 2016]]. Our goal in this study is to
document the ebb and flow of this partisan polariza-
tion by analyzing the social media activities that sur-
rounded the 2020 presidential election campaign.
There is a common understanding that social me-
dia platforms played an important role in increas-
ing polarization around the election. With much of
the campaign activities moving online because of the
pandemic, these platforms provide rich data sources
into the pulse of society, the public and elite alike.
Motivated by this and inspired by the prior works of
Barbera et al.| [2015]], Barberal [2015]], Rheault and
Cochrane| [2020], and others, we examine the activ-
ities of users including the presidential candidates,
Members of Congress and their followers, on the



micro-blogging site Twitter, as well as the more con-
servative social media platform Parler.

More specifically, we collected around 350 mil-
lion tweets and 6.5 million Parler posts, which re-
flects the activity of the mass public and the politi-
cians (elite). Our full data include over 20 million
individuals on Twitter, over 550k on Parler, as well as
540 members of the elite on Twitter. Our data spans
over several months, and we focus on the period just
before the November 37 election to the end of Jan-
uary 2021. We record with whom social media users
interact: quotes, re-posts and mentions. We also col-
lect their hashtags usage as a proxy for their word
choices as well as the actual text of their messages to
fully monitor the language they used. We distinguish
and study partisanship at the elite and at the mass
levels to compare and validate our method. Figure |T]
provides an overview of our methodology (explained
in Section [3) to map the user’s activity to polariza-
tion based on posts streamed from Twitter. The same
method can be applied to posts from Parler, although
the terminology is different, e.g. retweet v.s. echo.

Our first task is to develop a measure of partisan
polarization. We start at the elite level on Twitter.
The set of political actors is defined as the Mem-
bers of Congress and the two presidential and vice
presidential candidates. We examine their ‘conver-
sations,’ that is the words or hashtags they use on
social media, as well as whom they refer to. From
these, we estimate the location of each actor on an
underlying dimension representing partisan conflict.
Using our joint embedding model INTERPOLAR, we
predict the party affiliation of politicians with very
good accuracy. Our embeddings also contain infor-
mation on the polarization of their voting records in
Congress (as measured by DW-NOMINATE scores).
These results indicate that our model provides a valid
representation of elite polarization.

We follow a similar approach at the mass level.
We retrieve the Twitter posts of users related to the
2020 US election. We further identify liberal and
conservative users from their profile by using a key-
word filter and a language model classifier to con-
struct a profile-based label of party identification. We
validate this model on users labeled by experts, and
then use its predictions to train INTERPOLAR, which
learns from users’ posts rather than their profile, by
following the same procedure as for the politicians.

We show that this model is accurate at predicting the
partisan orientation of non-elite users. We also val-
idate our measure by using primary election voting
records. Here again the model delivers solid predic-
tive performance. This confirms that INTERPOLAR
provides a reliable tool to measure mass polarization.

Besides using real world data, we also conduct
controlled synthetic experiments to verify if our
model is behaving correctly. We find that it works
as expected, and motivate an important modification
to resolve a potential source of measurement error
due to variable party imbalance (when users of one
party are posting more than another).

Our second task is to describe how partisan polar-
ization fluctuates over time and to determine if events
surrounding the election contributed to increase par-
tisan polarization. Here, we are interested in identi-
fying specific campaign and post-election events that
may have increased or reduced polarization.

The paper offers three main contributions. First,
we present the new joint embedding method INTER-
POLAR and use it to predict the party affiliation of
social media users. We validate these predictions by
multiple experiments with real data. Second, we use
INTERPOLAR to measure partisan polarization over
time and at scale, and validate it with a combination
of real and synthetic experiments. And finally, using
the above, we analyze changes in polarization around
key events related to the 2020 US election and its af-
termath, such as the January 6** Capitol Hill riot.

Our paper is organized as follows. In the next sec-
tion, we present a definition of partisan polarization
on social media and review related work. The fol-
lowing section introduces the data and method used
in the three main experiments of our analysis. The
fourth section presents the results at the elite and
mass levels, as well as our dynamic model results
analyzing polarization over four months surrounding
the 2020 US election. In the last two sections we
discuss these results and conclude.

2 Background

Partisan polarization has traditionally been measured
by either looking at the difference between the pol-
icy positions of party members (spatial polarization)
or by focusing on how much they dislike the other
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Figure 1: Mapping users’ activity on Twitter to create the INTERPOLAR polarization index.

party (affective polarization). In spatial terms, po-
larization implies a movement away from the center
towards the extremes, where distances are measured
on a scale representing the left and the right of the
ideological spectrum [Fiorina and Abrams| 2008]]. In
affective terms, partisan polarization focuses on cit-
izens’ emotions; it corresponds to the intensity of
negative/positive feelings towards politicians or po-
litical parties [Gidron et al., 2020]].

By using both measures, scholars have found that
partisan polarization has increased over the last thirty
years in the US, both at the elite level and in the
mass public [e.g.,Iyengar et al., 2012, [McCarty et al.,
2016]. Elite polarization has primarily been con-
firmed over time by looking at trends in the be-
havior of Members of Congress through the spa-
tial analysis of legislative voting records. Differ-
ent scaling techniques of roll-call votes, like DW-
NOMINATE scores [Poole and Rosenthal, 2007,
have been used to estimate the ideological locations
of Democrat and Republican representatives in a
multidimensional policy space. [Poole and Rosen-
thall [2007] have demonstrated that Representatives
and Senators shifted their position to become in-
creasingly distant from one another in recent years,
which they take to be a sign of growing partisan
polarization. Mass polarization, on the other hand,
has been shown to exist in both affective and spa-
tial terms through the analysis of public opinion sur-
vey data, either by comparing the policy preferences
of Democrat and Republican party identifiers [Lay-
man et al., 2006, [Fiorina and Abrams, 2008] or by
contrasting citizens’ affective ratings of the different
parties [[Iyengar and Krupenkin, 2018, [Hetherington

and Rudolph! 2015].

Whether one looks at polarization in spatial or
affective terms, measuring partisan divisions at
the elite or mass level can either be done cross-
sectionally, by looking at a specific point in time, or
through time, by using multiple data points or panel
data. As [DiMaggio et al.| [1996] and [Fiorina and
Abrams| [[2008|] argue, it is particularly important to
detect changes in polarization over time, as opposed
to taking a snapshot of the distribution of policy pref-
erences in a survey, since a dynamic measure of par-
tisan divisions can help us understand what type of
events produces changes in public opinion.

The structure of data used in this paper allows us
to capture both the level and the change in partisan
polarization before, during, and after the 2020 presi-
dential campaign. By using social media information
from the micro-blogging sites Twitter and Parler, we
measure partisan polarization at the elite and mass
levels by identifying all of the Members of Congress
and presidential candidates, and by looking at the
behavior of users who are interested in US politics,
which we assume to be a subset of partisans in the
American population.

Our definition of partisan polarization combines
both spatial and affective dimensions. We assume
that partisanship is encoded in the choice of whom to
follow/re-post/mention and similar social media in-
teractions. These patterns of behavior relate to “ho-
mophilic” conversations between like minded indi-
viduals, as opposed to “heterophilic” conversations,
which refer to the occasional exchanges between
people who have weaker social ties [[Yarchi et al.
2020, Barberd, [2015]]. Our approach assumes that



partisanship is related to word choices, that is which
hashtags are used, which topics are discussed, and
the vocabulary included in social media messages.
The assumptions here are similar to the ones related
to social interactions: like minded individuals tend
to use the same type of vocabulary and the differ-
ences in word choices between Republicans (con-
servatives) and Democrats (liberals) should reflect
partisan (ideological) divisions [Slapin and Proksch,
2008, Diermeier et al., 2012, |Gentzkow et al.,|[2019]].
Like [Rheault and Cochrane| [2020]], our analysis is
based on a neural network framework to combine
both the information about the word choice and the
network structure into a single model to estimate the
ideological placement of social media users. We thus
define:

Interactive polarization, as the difference
between the overall vocabulary and inter-
actions observed within or across partisan
or ideological groups. That is, the more
partisans differ in their social media inter-
actions or word choices, the greater the po-
larization. Conversely, the more they share
or use similar language, the weaker the po-
larization.

This definition is in line with other approaches to
estimate partisanship from text contained in online
messages [[Green et al.| 2020| (Grinberg et al., 2019,
Gruzd and Royl, 2014} |Yarchi et al., 2020]]. It also
naturally applies between two (or more) groups; for
example between Democrats and Republicans or lib-
erals and conservatives. It can be considered within
a group as well, to identify people who are more ex-
treme compared to the rest of the group. It is impor-
tant to distinguish between partisan and ideological
polarization. In our study, we examine elements of
both, but mainly ideological polarization. This is pri-
marily a result of various users we labeled as liberal
or conservative, and then used as building blocks of
our models and analyses. So our main experiments
focus more on measuring the distance between liber-
als and conservatives. That said, our model can also
work effectively with party, as shown in analysis of
predicting user party according to voter records.

Below, we describe in greater details how we es-
timate individual polarization scores by examining

text but also network interactions in a joint embed-
ding model. However, we first review in the next
section related work which estimates partisan polar-
ization from social media data.

2.1 Related Work

Scholars have adopted three broad classes of mod-
els to measure partisan polarization from social net-
work content. The first is based on the words used
by users in their posts on social media. Here, re-
searchers usually rely on a set of specific keywords in
dictionaries to identify political messages and code
their political leanings [Gruzd and Roy, 2014} (Grin-
berg et al., 2019]]. The political leanings can also be
inferred from the text used in social media posts by
using word embeddings [Conover et al., 2011, |[Yang
et al., 2017]. This type of analysis is useful for de-
tecting the main issues raised on Twitter (what peo-
ple talk about), as well as the degree of partisanship
contained in these messages (how they talk about it)
[Green et al., 2020]11_-]

The second approach relies on the information
provided by the network of users, who they follow,
and who follow them in return [[Conover et al.,[2011]].
This method is by far the most popular to infer the
ideological leanings of social network users. |[Bar-
berd| [2015]] offers the best example of this type of
analysis by estimating the left and right position of
Twitter users through an item-response model, where
the decision to follow a particular user is a function
of ideology, the popularity of an account, and polit-
ical interest. This model is then able to locate rele-
vant ideological clusters on Twitter and confirms that
users are more likely to interact with liked minded

'Several studies [Gruzd and Roy, 2014, |Yang et al., 2020,
Grinberg et al.,|2019, |Yang et al., [2017] have attempted to mea-
sure the ideological orientation of Twitter users by looking at the
specific textual content of their messages. Some of these stud-
ies [Gruzd and Royl 2014, |Grinberg et al.| 2019] have relied on
sets of specific keywords to infer political tweets and their sen-
timent/political leaning. Similarly, Yang et al.|[2017] and |Yang
et al.| [2020] have relied on semantic representation of hashtags
using the “word2vec embedding” in order to measure the aver-
age difference between or within specific tweets aggregated by
groups to infer users’ ideological alignment on a left-right scale.
Finally, one study [Badawy et al.,[2018]] has determined the po-
litical ideology of Twitter users based on the political leaning of
the media outlets they shared on their profiles.
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Finally, a third group of models focuses more on
the dynamic aspects of polarization in social net-
works over time by using either one of the two ap-
proaches described above. For example, Barbera
et al.| [2015] constructed a daily index of polariza-
tion by relying on the network of users to demon-
strate that certain events, like the Newtown Shoot-
ing in 2012, increased ideological conflict between
liberals and conservatives on Twitter. On the other
hand, authors like |Green et al.| [2020] used the text
features of social media messages to build a dynamic
measure of polarization over time. In this last study,
the authors trained a random forest machine learn-
ing algorithm to measure the level of elite polariza-
tion on Twitter during the 116" Congress. Their re-
sults confirm that there was a surge in the level of
polarization on COVID-19 related tweets, with Re-
publicans becoming more distinctive in their behav-
ior than Democrats in the early months of 2020E]

In this study, we propose INTERPOLAR to com-
bine all three of these approaches into a single model
using a joint embedding framework. Our goal is
to estimate the underlying ideology of social media
users by looking at the content of their messages and
their networks, but also to determine if party polar-
ization has fluctuated over time during the most re-
cent US presidential election.

3 Method

In this section, we describe how we collected the data
on the social networks Twitter and Parler. We also

2 Another closely related approach relies on defining general
ideal points of moderate Democrat and Republican Senators by
using roll call data [Chen, 2015]. Other studies have looked
at the ideological distance between users by observing patterns
of interaction among party followers in Europe [Bright, 2017|
Gaisbauer et al.l 2021]].

*Other studies like|Yardi and Boyd|[2010] study the issues of
gun violence and abortion on Twitter over a period two months
and state that homophily may impact polarized discussions on-
line. Badawy et al|[2018] estimate a dynamic measure by as-
serting a political leaning to each user regarding the media out-
lets they share over a period of two months before the 2016 US
Presidential Election. |Garimella and Weber| [2017] also investi-
gate changes in political polarization on Twitter between 2009
and 2016 by estimating the ideology of users from the type of
politicians and media they follow. Their results confirm that po-
larization has increased over time.

explain how we identified elite and non-elite users
to construct measures of partisanship. Finally, we
discuss the methodology to estimate the underlying
ideological orientation of each user, which serve as a
basis to develop our dynamic measure of polarization
during and after the 2020 election campaign.

3.1 Data Collection

We curated five datasets, summarized in Table[I] In
this table, the users are the authors of the posts, while
the nodes represent users in our interaction graphs
(see Section 3.2.1)—the authors plus users that are
referenced within the posts. The hashtag, mention,
retweet (or re-post), and quote columns, indicate the
number of edges connecting the nodes.

Twitter We collected all tweets, retweets and
replies from 995 elite accounts linked to the public
and personal Twitter accounts of the US representa-
tives (433), senators (99), as well as vice presiden-
tial and presidential candidates (8) using Twitter’s
Search APIF|We call this the Politicians dataset.

We also collected around 1% of real-time tweets
using Twitter’s streaming API, that included one of
the following US election related keywords: [Joe-
Biden, DonaldTrump, Biden, Trump, vote, elec-
tion, 2020Elections, Elections2020, PresidentElec-
tJoe, MAGA, BidenHarris2020, Election2020]. This
constitutes the Election dataset with approximately
350 million tweets and 20 million users. From these,
we sampled 20 thousand users, which is the mass
Public V1 dataset.

Some days in the Public V1 dataset are missing
due to interruptions in the collection pipeline: Oc-
tober 28", November 17" and 24", and December
15t 12th 13th 2274 and 237¢, There are also two
days that are partially missing, December 2" and
9th,

In order to fill in those gaps and extend the time
period we cover, we used the Twitter Academic
API to retroactively collect all tweets from the users
in Public V1. In the period between our original
data collection and this retroactive collection done
in Summer 2021, we found 5,091 users accounts had

*Some Members of Congress have more than one social me-
dial account (e.g., one personal and one official account). In this
case, we collected information for all of the relevant accounts.



Dataset Posts Collected Interaction Graphs

Source Start End Posts Users | Hashtag ~ Mention Retweet Quote
Politicians | Twitter 2020-08-01 2021-01-17 156,562 995 | 162,121 212,074 83,920 54,630
Public V1 | Twitter 2020-10-26 2020-12-31 2,871,050 20,008 | 255,895 2,510,444 1,621,304 612,827
Public V2 | Twitter 2020-10-01 2020-01-31 4,599,125 20,008 | 961,112 6,319,784 3,943,346 861,905
Election Twitter 2020-10-26 2021-01-04 348,671,076 20,533,417 - - - -
Parler Parler  2020-10-25 2021-01-08 6,546,658 566,486 - - - -

Table 1: Statistics on the collected datasets and the interaction graphs extracted from this data.

been terminated or otherwise become inaccessible.
This can occur if users are suspended, or choose to
deactivate their account, or otherwise make their pro-
file private.

According to our profile labels (see section below
on classification), the majority of the missing users
were Republican, 3811 to 1280. We hypothesize that
many of these users left around the January 6" capi-
tol attack, either voluntarily or during the wave of
suspensions after the attack that included the account
of Donald Trump.

Because we cannot retroactively collect tweets for
all the users directly, we combine the newly collected
tweets with the previous data to get the Public V2
dataset.

Parler We parsed all posts provided by the Dis-
tributed Denial of SecretsE] and WayBack Machineﬂ
Posts parse(ﬂ have an estimated creation date since
the data provided contain relative timestamps such
as “1 day ago” or “1 week ago.” Parler posts (or Par-
leys) can contain hashtags (#) and re-posted content
(echo).

DW-NOMINATE In order to get an exogenous
measure of partisan ideology for our elite group of
users, we use [Poole and Rosenthall [2007]’s DW-
NOMINATE scores for House Representatives and
Senators who served in the 116" Congress These
scores are obtained from the roll call votes of Mem-
bers of Congress through a multidimensional scaling
procedure. The projected first dimension has been
shown to represent the ideological conflict opposing
the left and the right—from the most extreme to the

*https://ddosecrets.com/wiki/Parler
®https://web.archive.org/web/*/https:
//parler.com
"https://github.com/RSTZ%Z/parler_parser
$https://voteview.com

most moderate positions. Each member is aligned on
this continuum, depending on how liberal or conser-
vative their voting record is. These scores were then
matched to the Politicians profiles present on Twitter.

Primary Voter Registration Data Following the
previous work of [Barberd| [2015], we match users
found in our Twitter database with the primary voter
registration records from Ohio, New York, Florida,
Arkansas, the District of Columbia and North Car-
olina. In the voter registrations, we obtain the party
affiliation of unique users in each state by md5-
hashing their names and county as the key. From our
Election database, we extract all users that provide a
location in their profile and run that location through
Open Street Ma[ﬂ and ArcGIS’s APIE] If both APIs
return a latitude and longitude that is within 1 of each
other, we trust this user has been properly geolo-
cated. We further filter down users that belong to the
specific state and remove those whose county could
not be retrieved. Finally, we match the most recent
voter party affiliation records from the registration
data to the unique Twitter users that match county
and either first name last name or first middle last
name. We normalize the user’s name on Twitter to
remove emojis.

After matching, we remove users not affiliated
with one of the two major parties and users whose
name matches more than one record per county. In
experiments so far, we focus on New York and Ohio.
Basic statistics are shown in Table[2l

3.1.1 Classification

In order to train and evaluate our models, we classify
a sample of users according to their party affiliation

‘https://www.openstreetmap.org/
Yhttps://developers.arcgis.com/python/
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State Democrat Republican | Total
New York 4843 1631 | 6474
Ohio 320 193 | 513

Table 2: Number of users in the Election dataset
matched to their voter records for two states.

and ideology based on the description they provide
on their user profile on Twitter and Parler.

First, for each dataset, we classify users as “con-
servative”, “liberal” or “unknown” based on identi-
fiers in the description. For “conservative,” we use:
[conservative, gop, republican, trump]. For “liberal,”
we use: [liberal, progressive, democrat, biden]. We
label users as “conservative” (“liberal”) if the de-
scription contains at least one of the conservative
(liberal) identifiers and does not include any of the
liberal (conservative) identifiers. The rest of the
users remain as “unknown.” Note here that we com-
bine concepts related to both the ideology and the
partisanship to label liberal and conservative users.

This is a “weak” classification because user key-
words may not match their actual party affiliation or
ideology. For example, instead of a president name
indicating support, they could say “I hate Trump” or
“I hate Biden.” In order to validate the overall perfor-
mance of these labels, we asked two expert coders to
classify, on the basis of the very same information
(that is, the description provided in the user profile)
60 users from the politicians dataset, 1000 general
public Twitter users from each party, 200 conserva-
tive Parler users, and 500 liberal Parler users. This
“strong” classification either confirms the weak la-
bels, or indicates the presence of a coding error. Note
that while in most cases an incorrect weak liberal la-
bel indicates that the user is in fact a conservative (or
vice versa), a small number of these users can also
be independent or apolitical. After comparing the
weak with the “strong” labels, we found that users
in the Politicians dataset are generally more politi-
cally involved and hence the simple keyword search
is very accurate. However, for other users, the accu-
racy was lower, with only around 70% of the weak
labels matching the strong labels.

Therefore, we used the strong labels to train a clas-
sifier to generate more accurate labels. We randomly
split the strong-labeled data into a 75% training set
with Twitter and Parler combined, and a separate

25% test set for each platform. With this data we
fine-tuned a roberta-large [Liu et al.,|2019] model to
predict the party each user is closest to from their
profile description We report the results in Table

Dataset Counts Accuracy
Cons. Lib. | Cons. Lib.
Politicians 1,174 1,068 | 97.7% 96.8%
Election 183,207 176,271 | 87.0% 90.5%
Parler 31,966 808 | 93.1% 82.9%

Table 3: Number of users with explicit party/ideo-
logical keywords in their profile description (on the
left). Accuracy of our profile label classifier based
on a manually labeled sample (on the right).

These results show that the classifier provides a
reasonably accurate classification of ideological la-
bels. These profile labels are still imperfect, but
they are sufficiently accurate for use in training our
model. We note that the classifier is binary, liberal
or conservative—it cannot classify a user as moder-
ate or independent. In situations where one of those
labels would be more appropriate, the classifier will
nonetheless say whether it thinks the user is closer to
being a liberal or a conservative. We also note that
there are far more conservative than liberal users on
Parler, matching the platform’s reputation for being
almost exclusively favored by conservatives.

3.2 Measuring User Activity

An overview of our approach is shown in Figure
We collect each user’s posts and profile descriptions.
From their profiles, we construct profile labels. From
their posts, we extract user interactions. These gener-
ate a series of graphs which are then integrated into
different deep graph models to produce user activ-
ity embeddings. Meanwhile, we also integrate the
posts into a deep language model to get user activity
embeddings based on the text. We use these embed-
dings to predict party affiliation and measure partisan
polarization.

""RoBERTa is a pretrained language model; the large version
we use has 355 million parameters. It is based on the transformer
[[Vaswani et al., 2017]] and the BERT architecture [Devlin et al.,
2018]], with modifications designed to improve the training pro-
cess.
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Figure 2: Leveraging users with explicit profile information for mass ideology prediction.

3.2.1 Constructing Interaction Graphs

The next step in assembling our data is to construct
interaction graphs—i.e., graphs where the nodes are
users and edges represent interactions between them.
There are two types of interactions that can link peo-
ple together:

* Direct links. For example, person A mentions
or re-post person B.

* Indirect links. For example, persons A and B
both mention the same person C, even though
A and B may not mention each other directly.

Direct links are intuitive, however, we find empir-
ically that indirect links are more useful for grouping
similar and separating dissimilar partisans. There-
fore, we construct graphs with edges based on indi-
rect links between user nodes.

We construct one graph each for hashtags, men-
tions, retweets, and quotes on Twitter (note: the Par-
ler analysis will be included in a subsequent version
of this paper). These interactions can be collected di-
rectly from tweet data from the Twitter API. Previous
works such as [Barberd| [[2015]] heavily used follower
networks, but these require separate scraping that can
be challenging on a large scale.

In order to get accurate predictions and measure-
ments, some amount of user activity is needed—if
a user is not connected to anyone else in the net-
work, our model cannot give a meaningful predic-
tion. Therefore, for a user to enter our interaction
graphs we require at least 10 edges connecting them
to other users (for example, they use a hashtag which
is also used by 10 other people). Second, we filter
users who appear in all four interaction graphs. This
filter is applied exclusively on the output side—the

other users still appear in the training set, but they
are not used to evaluate the results.

Most of the politicians are quite active, so we re-
tain 724 accounts of members of congress. There is
much more variation in the mass public, but we retain
approximately between 50-250 strong-labeled users
every day, which we use for evaluating party predic-
tion. When measuring polarization over time, we do
not require strong labels, which gives approximately
400-1000 users per day.

3.2.2 Generating User Embeddings

We show the INTERPOLAR modeling process in Fig-
ure[3l

We first estimate a partisan position with the text
of each user’s posts. We use a roberta-large language
model (LM). In this case, we want an embedding for
each user rather than an immediate prediction of their
party or ideology, so we use the pretrained model
directly, without fine-tuning on any prediction task.
We embed all the tweets, then average the embed-
dings per user to get a single embedding for each
user.

Next, we use the interaction graphs. We do this
with a semi-supervised graph convolutional network
(GCN) [Kipf and Welling, 2017|]. Our model has two
terms in the loss function used to train the model,
added together with equal weight: one for link pre-
diction, and one for user label prediction. For link
prediction, we construct a randomly connected neg-
ative graphFZ] The model learns from this in an un-
supervised way by trying to predict which links are
from the real graph and which are from the negative

"2 An example of this approach from the Deep Graph Library:
https://docs.dgl.ai/en/0.6.x/guide/training-link.html
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Figure 3: An overview of INTERPOLAR, which combines different modalities of data into ideology and
party predictions as well as polarization measurements.

one, using a cross entropy loss.

With regards to the supervised user label predic-
tion part, we use the profile labels (i.e., liberal or con-
servative) where available for non-politician users,
and the true labels for politician users (which essen-
tially match the profile labels, since they are very ac-
curate on this data, as shown in Table [3). The model
learns from these labels with another cross entropy
loss. Labels in our various test sets, whether profile
or otherwise, are withheld during training.

From this model, we get one embedding per user
and per interaction type. We can combine these in
various ways to predict ideology, party, and measure
polarization, as discussed in the following section.

GCNs typically use node features. We initially
planned to use the content of the text as discussed
above. However, we found empirically that it did
not seem to provide any clear benefits. This matches
the findings of [Xiao et al.| [2020]]. We simply use a
random vector as node features. However, while the
text representation does not appear to improve link or

party prediction beyond the interaction graphs them-
selves, or at least not that the GCN is extracting ef-
fectively, it likely still contains useful information on
user polarization. Therefore, rather than as node fea-
tures, we use the text embeddings directly as a fifth
type of representation.

We train our GCNs for 1000 epochs, chosen em-
pirically with validation data. We use the Adam
optimizer [Kingma and Ba, 2017]. All models
are trained on an RTX8000 GPU. For each GCN,
we produce a 100-dimensional embedding, while
roberta-large produces a 1024-dimensional embed-
ding.

3.3 Measuring Ideology, Partisanship, and
Polarization
3.3.1 Congressional Polarization

To predict the party of Members of Congress, we
concatenate the user activity embedding and pass
them to a random forest classifier model, imple-



mented with default settings through scikit-learn [Pe-
dregosa et al., 2011]]. We preserve the same train-test
split as the GCN.

We predict the ideology of members (i.e., their
DW-NOMINATE scores) similarly, with a random
forest regression model this time. We find empiri-
cally that it is important to include in this model the
politicians’ parties as an input. This parallels Bar-
berd| [2015]], who gives party label in the initializa-
tion stage of his analysis.

We observed that AutoGluon [Klein et al., 2020]
can often produce slightly stronger performance than
random forests. However, it is much slower, which
can be troublesome: in one of our analysis, we do
100 runs to reduce random variance in the final mea-
surements. Therefore, we have decided to use the
efficient random forest approach and we plan to in-
vestigate AutoGluon in future work.

3.3.2 General Public Classification

For the general public, we follow the same model-
ing process as for predicting politician party. For
users matched with voting records, we combine their
data, one state at a time, with the Public dataset. We
use the profile labels on users in that dataset to learn
party predictions for the matched users. Separately,
we also train on the profile labeled users to predict
whether someone is conservative or liberal, and eval-
uate on the strong-labeled users.

In order to measure polarization over time, besides
the overall predictions, we produce predictions for
each day individually. This is done by filtering our
data down to a single day, running the pipeline on
that specific time point and saving the results, then
proceeding to the next day.

3.3.3 Public Polarization Over Time

Given the daily user activity embeddings and pre-
dicted conservative or liberal label for each user
from the previous section, we can measure parti-
san polarization by adapting a cluster quality met-
ric. Intuitively, the better separated the two clus-
ters are (corresponding to the partisan division be-
tween Democrats and Republicans), the more polar-
ized these positions are.

For quality metric, we start with C-index, which
compares the dispersion of clusters of data relative to
the total dispersion found in the dataset [Hubert and
Levin, [1976]. C-index is one of the best performing
criteria used for the validation of clustering results
[Rabbany et al.,|2012} | Vendramin et al., 2010]. More
formally, it is computed as:

Smaa: - Sw
- Smm

Here, S, is the sum of within-cluster Euclidean
distance measurements, which we assume to be
linked to spatial polarization [Poole and Rosenthal,
2007]. Synin is the sum of the smallest distances
between points. Spg, is the sum of the largest
distances between points. A higher C-index corre-
sponds to more concentrated data.

To convert this into a measure of polarization, we
first take 1 — C in order to get a more intuitive mea-
sure that should be high (resp. low) when polariza-
tion is high (low). We next apply upsampling to bal-
ance the classes. This is critical to avoid the measure
varying purely due to variations in the imbalance of
number of points in each cluster. It is empirically
motivated and discussed further in Section 4.1. We
call the result of these steps the INTERPOLAR IN-
DEX.

Next, we compute the INTERPOLAR INDEX for
each type of user activity embeddings individually.
This gives five series, one for each of the interaction
types (hashtag, mention, retweet, and quote), and one
for the text. Note the relative scale of each is hard or
impossible to interpret. For example, we see that the
average INTERPOLAR INDEX for mentions is high
compared to text, but this does not necessarily mean
mentions are more polarized than text, because they
are computed with different models and from differ-
ent types of data. Rather, it is changes over time,
within each series, that are meaningful. If the Index
for mentions increase over some days, then that indi-
cates there is increasing polarization in who the users
are talking to or the vocabulary they use.

We combine the individual indices into our single
Aggregate INTERPOLAR INDEX by taking the prod-
uct. We choose this aggregation because it is simple
and clear. It reflects the intuition that each compo-
nent contains useful information, and that an aggre-
gate metric that is proportional to the individual ones

C=1- (1)

Smam
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is reasonable. For example, if polarization in text
increases while polarization in mentions decreases,
both of these changes are important and should be
accounted for in our measurement. With the product
aggregation, one of the two changes will dominate
if it is a proportionally bigger change, or they will
cancel out if they are proportionally similarE]

In future work, we will consider more complex
ways of combining the embeddings and distance
measure. In some simple analysis explained in
the next section, we find evidence that retweets are
strong predictor of party support, while other rela-
tions between users are far more mixed. We also plan
to retrieve “like” and “reply” relations. We expect
that likes will be similar to retweets, but on the other
hand, reply relations may again have a mixed effect.
A more sophisticated way of combining the different
relations may be effective to understand both how
much users identify with their own party, and how
much they come in conflict with the other party.

4 Findings

This section presents our main findings. We be-
gin with synthetic experiments to examine how our
model performs in a controlled setting. We then
present experiments on real data.

4.1 Synthetic Experiments

We use a stochastic block model [Holland et al.|
1983|] to simulate polarized communities. In this
graph model, connections are generated randomly
according to intra-group and inter-group probabili-
ties. We choose to use two communities (simulat-
ing conservatives and liberals or Republicans and

3Two other simple options are taking the average or the max-
imum value. However, these can introduce scaling issues, be-
cause as noted in the preceding paragraph, the scale itself is
hard to interpret between the different relations. For example,
if one relation produces INTERPOLAR INDEX which fluctuates
within a small range, while another fluctuates in a large range,
then the latter can dominate the former in the average. And sim-
ilarly, if one relation produces INTERPOLAR INDEX which is
consistently higher than another, then the latter will be ignored in
the maximum. In addition, the maximum can magnify noise in
the measurements—the more relations one combines, the more
likely the maximum will be just the one with the largest noise.
By using the product, we avoid these potential pitfalls.
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Democrats), with a higher intra-group connection
probability (i.e. people are more likely to connect to
people from the same party). We vary the conditions
to examine different aspects of our model.

In all experiments, we generate a network, run the
GCN part of our model, then calculate the INTER-
POLAR INDEX to estimate polarization. The model
used is an unsupervised version, except in the exper-
iment where we explicitly test the effect of adding
the supervised component. Unless otherwise noted,
we fix the intra-group connection probability at 0.25,
the graph size at 500 nodes per community, and re-
peat the experiments 20 times. The result shown is
the mean, with the standard deviation given by the
error bars.

First, we consider the basic question of whether
the model detects polarization information by vary-
ing the inter-group probability between 0.05, 0.10,
0.15, and 0.20. A low inter-group probability pro-
duces less interactions with the other group and sim-
ulates more polarization, and vice versa. Figure [
shows that the model behaves as expected: more sim-
ulated polarization results in a higher estimated po-
larization.
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Figure 4: Simulating an increase in polarization by
decreasing the interactions between the groups, re-
sults in an increase in our estimated polarization.

Next, we keep the same data generating pro-
cess and compare unsupervised and semi-supervised
models. The semi-supervised model is given the cor-
rect label for half of the data points from each com-
munity, and no label for the rest. We see in Fig-
ure [5] that the semi-supervised model can sometimes



produce a slightly higher estimated polarization. We
hypothesize that this is due to the labels leading the
model to further emphasize the differences between
the two communities. Nonetheless, the differences
identified are small and overall the two versions are
quite similar.
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Figure 5: Unsupervised and semi-supervised ver-
sions of the model give similar estimates.

Now we consider the effect of imperfect party la-
bels in the estimated polarization. We keep the same
data generating process, but corrupt 10, 15, or 20 per-
cent of the labels in the INTERPOLAR INDEX cal-
culation by flipping them to the opposite, incorrect
party. This roughly matches our actual accuracy dis-
cussed in the real-world experiments. In Figure[6] we
first find that the labeling error reduces the level of
estimated polarization. This is intuitive, because in
the extreme case where users are randomly assigned
to a party with equal probability, we expect no polar-
ization at all. But more importantly, while the level is
affected, we see that the model still clearly captures
changes in polarization. Higher polarization in the
simulated data produces higher estimates. Since our
goal is to detect and draw conclusions from changes
in polarization, rather than measure the static level of
polarization, this shows imperfect labels do not pose
a significant problem in the data.

We next consider whether the size of the commu-
nities impacts the estimates. First, we maintain the
balance between the two communities and change
both of their sizes equally, from 500 to either 100
or 2500. This simulates a change in overall Twitter
activity, such as an important event that would gen-
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Figure 6: Even with imperfect party predictions, the
model detects changes in polarization effectively.

erate discussion from both parties equally. Figure
shows this has little impact verified in four different
settings. Unsurprisingly the variance is lower when
the graph size is large—there is just more data to
work with—Dbut it is not too extreme, even at the low-
est graph size. Similarly the mean estimates change
only marginally; with more simulations the differ-
ence likely goes to 0.
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Figure 7: Scaling equal sized communities has little
effect on the estimated polarization. Plot shows min-
imal change in polarization when the size of the com-
munities changes, confirmed in four different set-
tings with varying inter-group connection probabil-
ities.

Instead of keeping the proportional size of each
community fixed, we can also vary one community
in relation to the other. This simulates, for exam-
ple, an event that provokes more discussion from one
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party than the other. We test this by fixing the size of
one community at 500, but varying the size of the
other one. Unlike the previous experiment, Figure [§]
shows that this has a large impact on the polariza-
tion estimate. Depending on the relative sizes of the
communities, the estimate can vary by over 100%.

0a

07

0.6

05

InterPolar Index

0.4

03

02

50% 5%

Size of smaller community as percentage of larger one

20%

Figure 8: Changing the proportional size of the com-
munities has a large effect on the estimated polariza-
tion if not adjusting for the imbalance.

This is very undesirable: with no countermea-
sure, instead of estimating polarization, we might
end up measuring the relative activity level of peo-
ple from the two parties. To mitigate this, we up-
sample the smaller community by drawing random
nodes (“users”) from it, with replacement, until its
size matches the larger community. In order to care-
fully test this upsampling, we expand the number of
relative group sizes tested and repeat each test 100
times. Figure [9]shows that upsampling is very effec-
tive; the variation in estimated polarization is sub-
stantially reduced.

It is not 100% perfect, likely because the upsam-
pling produces some repeated points which show no
distance variation in the same community, thereby
slightly reducing the estimated polarization. How-
ever, in practice, the ratio of community sizes will
seldom be as extreme as the 20% (5:1) illustrated
here, and the limited variation shown is sufficient
to get meaningful estimates. We also tested down-
sampling, but the variance was slightly higher in this
case. Therefore, in all subsequent experiments where
we calculate polarization with our model, we use the
upsampling strategy.
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Figure 9: Upsampling fixes incorrect changes in po-
larization shown in Figure 8| due to community size
imbalance.

4.2 Real Data Experiments

We group the real data analysis in three parts:

Question 1: can INTERPOLAR predict known
politician’s positions? Politicians’ ideologi-
cal positions are available based on their vot-
ing records. Here we provide a (static) evalu-
ation of our own measures for this specific set
of users, politicians, for which we know their
DW-NOMINATE scores. We show our embed-
dings are meaningful by predicting these scores,
as well as the politicians’ parties.

Question 2: can INTERPOLAR predict of the
partisan affiliations of the mass public? We
evaluate this using voter record matching, our
profile labels, and our strong labels.We also per-
form analysis over time and compare with base-
lines. We show our model is effective in these
predictions.

Question 3: Does polarization increase
around major polarizing events? We use our
embeddings to examine changes over time. We
show that changes in polarization correspond to
real world events (such as the date of the elec-
tion or Capitol Hill riot). However, the direction
is not always what one might expect.
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4.2.1 Politicians

In Table §] we predict NOMINATE scores and mea-
sure the correlation coefficients between these scores
and our own measure. We find that there is high vari-
ance depending on the train-test split and training of
the random forest. Therefore, we report the average
and standard deviation of 100 runs with 70-30 ran-
dom splits. We have a high correlation overall and a
weaker but positive correlation within each party.

All Democrat Only | Republican Only

0.96 £+ 0.00 0.27 £ 0.07 0.33 £0.08

Table 4: INTERPOLAR embeddings predict ideolog-
ical scores of members of congress. Table reports
the Pearson correlation between DW-NOMINATE
scores and our measure.

In Table [5] we show the accuracy of our method in
predicting politician’s party affiliation. First, we re-
port accuracy using each interaction relation individ-
ually (Hashtag, Mention, Retweet, and Quote), and
then the accuracy when combining all four. The lat-
ter is significantly higher.

Combined
91.2

Retweet
75.2

Mention
81.5

Hashtag
75.0

Quote
71.1

Table 5: INTERPOLAR predicts politician party with
high accuracy (%), especially with the combined
model user activity embedding.

4.2.2 Mass Public

Turning to the public, in Table [ we first present
some basic information on graphs constructed from
Public V1 after filtering for sufficiently active users.
The degree numbers are the average number of con-
nections between the respective type of users within
the same community (“intra-degree”) and the other
community (“inter-degree”). Communities are as-
signed according to the profile labels. The percent-
age given with the inter-degree is the percent the
inter-degree represents of the average total degree
(i.e. the average percentage of cross-community con-
nections out of total connections). We see here that

retweet has a very low inter-degree relative to the
other interaction types.

Next, we return to INTERPOLAR and evaluate the
embeddings in two ways. First, we look at the
voter registration matched users and compare our
predicted party affiliation with the party given by
their records. Second, we compare our predicted la-
bels with the strong labels from our domain experts
(discussed in 3.1.1).

Results for matched users are shown in Table
The distribution of these users is different from the
set of profile-labeled users that help our model learn.
For example, there are more Democrats here, in con-
trast to more conservatives in Public V1 as seen in
Table[6] But nonetheless we get reasonably accurate
predictions.

Table [§] is similar to Table [5} but with the Public
V1 dataset. It again shows our method is accurate.

We also performed analyses comparing our model
to the TIMME model of Xiao et al. [2020]. On
November 3" alone, our model achieves 91.7% pre-
diction accuracy, while TIMME achieves 93.1% ac-
curacy. Thus, TIMME is slightly more accurate on
that particular day. However, TIMME was much
slower to run, taking approximately three hours for
the single day compared to 30 minutes for our model,
on exactly the same hardware. In addition, we have
observed cases where our model can run on a much
larger amount of data, such as the full Public dataset
used in Table [8| while TIMME runs out of memory,
again with the same hardware. Thus, our accuracy is
quite good and our model is significantly more scal-
able. This scalability is critical, considering the size
of our data and our goal of measuring polarization,
not just on one day, but over time. In future work,
we will perform additional analyses to compare the
two models.

4.2.3 Polarization over time

In this final section, we consider results over time.
First, in Figure we present party prediction ac-
curacy. This is similar to Table [8] but while those
results were using the entire Public dataset, here we
take each day and make a prediction on that day’s
data alone, with the combined model. Our model
achieves a high accuracy, averaging 85%.

We note, however, that there are some days when
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Relation | # Cons. Users # Lib. Users | Cons. Intra-Degree  Cons. Inter-Degree | Lib. Intra-Degree  Lib. Inter-Degree
Retweet 2335 1653 582 29 (4.7%) 294 41 (12.2%)
Mention 3108 2307 1350 760 (36.0%) 863 1024 (54.3%)
Hashtag 1309 998 309 149 (32.5%) 227 195 (46.2%)
Quote 1788 1203 284 81 (22.2%) 164 121 (42.5%)

Table 6: There are significant differences in partisan interactions through the different relations.

New York
78.3

Ohio
78.6

Table 7: INTERPOLAR predicts the voter record af-
filiation of matched users accurately (%)

Combined
93.1

Retweet
92.6

Mention
88.0

Hashtag
85.3

Quote
82.9

Table 8: INTERPOLAR predicts general public party
accurately (%)

the accuracy is lower. This mainly occurs when there
is less data available. Because of this, in the subse-
quent experiments to measure polarization, we use
our profile labels when separating users into groups
to calculate the polarization indices. This gives a
more consistent accuracy and therefore more consis-
tently good polarization measurements. In a future
version, we plan to carry forward user embeddings,
rather than starting from scratch every day, to get
the benefit of the improved accuracy shown in Ta-
ble[§| without using any post hoc information that the
model might not be able to see during real-world us-
age.

The vertical lines, here and in the subsequent fig-
ures, represent November 37¢ (election day), Decem-
ber 25", and January 6" (the day of the Capitol at-
tack).

We next replicate the method of (Green et al.
[2020] for comparison. This is a random forest
model trained on the content of tweets to classify the
party of the author. Code was not available but we
match their preprocessing routine as closely as pos-
sible, with the exception of appending the date of the
tweet to the text. Giving the model date information
has been found to cause unexpected leakage in other
contexts with Twitter data [Pelrine et al.| 2021]], be-
cause the model may learn to rely too heavily on the
date instead of more informative information. In this

context, for example, if the model learns things like
“mostly conservatives tweeted on this day,” then the
accuracy may no longer reflect performance that one
could expect on future days. Therefore, unlike|Green
et al.| [2020], we do not add the date to the text.

We first attempted to train the random forest on
our full Public V2 dataset, with over 4 million tweets
in the training set, but the training time is large and
it was not ready in time for this version of the paper.
Instead we present a version trained on 25k tweets
randomly sampled from Public V2. This is slightly
more than Green et al. [2020] (who trained on 21.5k
tweets).

Results are presented in Figure[T1] Note that con-
trary to our own analysis, this model is predicting
labels per tweet instead of per user. In order to have
comparable data points, we predicted the user label,
as usual, but then assigned each user’s label to all of
their tweets. This enables us to exactly match the
withheld test set in both types of analyses.

On average our model is 85.3% accurate in this
setting, while the random forest model is 72.6% ac-
curate. Our model performs better on almost every
day: only 8 out of 122 are worse. Note that our
model here is trained on only a single day in the data,
while the random forest has access to data from the
entire period.

Now that we have shown that our model can de-
liver meaningful embeddings on a daily basis, we
turn to measuring polarization over time. In Fig-
ure[I2] we show the C index for each type of user em-
bedding from October 2020 to January 2021. Each
line can be regarded as a particular kind of polariza-
tion. For example, the text line measures the polar-
ization of the language people use, while the mention
line represents how polarized their social interactions
are.

In Figure [I3] we present our overall daily polar-
ization index, which is an aggregation of the indices
in the previous figure. This single index is easier to
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Figure 11: With few exceptions, INTERPOLAR achieves significantly higher accuracy than the baseline.

understand than the previous figure. We discuss how
it evolves in the following section.

We next discuss two baselines for potential com-
parison. First, we consider the approach of
[2020]], which was introduced earlier in this
section as a baseline for daily accuracy. The au-
thors use party predictions to measure polarization,
arguing that lower accuracy implies that the speech

of users from different parties is more similar and
therefore less polarized, and vice versa.

However, this is a very strong assumption. Con-
sider a thought experiment where all users from one
party write their text (on a hypothetical social me-
dia platform) in one color, whereas all users from the
other one write in another. But otherwise everything
they write is identical. We can classify users with
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Figure 12: Daily polarization of general public measured using each type of activity in Twitter.
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Figure 13: Daily polarization aggregated for all activity types. Polarization increases after the election (1st
vertical line), peaks on December 25" (2nd vertical line), then decreases around the Capital Hill attack (3rd
vertical line), before increasing again.

100% accuracy based on the color. In this context so polarization should be minimal. Thus, it is not
though, everyone would be saying the same thing, clear if higher accuracy is caused by more polar-
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ized speech overall, or just a clearer differentiation
in some narrow aspect(s) of speech with little overall
impact.

In order to test this in practice, we draw on a new
dataset we are constructing where users are labeled
by intensity of their ideological stance: either mod-
erate or extreme liberals or conservatives. This la-
beling was done by hand. Experts on our team coded
a random sample of users’ tweets as moderate or ex-
treme according to whether they contained extreme
or conspiracy-related language or hashtags accord-
ing to a predetermined listE-I Tweets which contain
extreme words were coded as extreme, and the rest
as moderate. Users with more extreme than moder-
ate tweets were then classified as extreme, and vice
versa moderate. We ultimately aim to use these la-
bels as another form of supervision in our model to
directly generate finer-grained ideological estimates
for each user. Data collection for that purpose is still
in progress, but the 287 users coded so far are suf-
ficient for an experiment here. We first present the
basic information on this data in Table [0

Users | Tweets
Extreme Liberal 33 14036
Moderate Liberal 119 59431
Moderate Conservative 34 6154
Extreme Conservative 101 19788

Table 9: A new manually-labeled ideology dataset.

Now, if the assumption needed for accuracy to
measure polarization holds, we should expect that
accuracy will be higher if everyone is extreme. Put
differently, accuracy on extreme users should be
higher than on moderate users. We test this hypoth-
esis by evaluating the random forest model shown
previously on tweets from these users. Results are
shown in Table

We see that accuracy is virtually identical between
extreme and moderate liberals. It is much worse for
conservatives in general, but slightly more accurate
for extreme ones. These results are in line with those
reported in|Green et al.[[2020]. They similarly found
that liberals were easier to classify.

“Extreme language corresponds to keywords like: Obama-
gate, LockThemAllUp, 25thAmendmentNow, VoterFraud. The
complete list of keywords is available upon request.
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Accuracy (%)
Extreme Liberal 85.8
Moderate Liberal 85.8
Moderate Conservative 52.0
Extreme Conservative 56.7

Table 10: Classification accuracy does not correlate
well with ideology. An example model based on
Green et al.| [2020] fails to differentiate extreme and
moderate liberals by accuracy.

This provides some evidence against the required
assumption from the model used in (Green et al.
[2020]]; their measure of polarization fails to vary
among extreme and moderate liberals. In this con-
text, it is impossible to determine if these users are
becoming more extreme relative to conservatives.
Therefore, it seems that measuring polarization with
this approach can be somewhat unreliable. In fact,
Green et al| [2020] test a secondary model, which
produces a noticeably different polarization estimate
(peaking on a different week).

With these issues in mind, we turn to a simpler
baseline for measuring polarization: graph modular-
ity [Waugh et al., 2011, [Conover et al.,2011]]. Rather
than a model to find embeddings, this approach looks
directly at graph connections within and between
communities (in this case provided by our profile
labels). Because it only provides a single number
rather than an embedding, it cannot be used for more
diverse tasks like party predictions, nor use profile
labels to improve on these predictions. However,
it does have a clear advantage in ease and speed of
computation.

Modularity also comes with its own assumptions,
which are challenged by (Guerra et al.|[2013]]. They
argue that comparing modularity between different
datasets is problematic, but we can get around this
problem by relying on a single source of data. They
also argue that understanding the level of polariza-
tion is challenging, but that is not our objective here,
since we are interested in changes over time. Thus,
while not a perfect measure, we use it here to com-
pare with the results of our own model.

In Figure (14| we present the modularity equivalent

of Figure[12]
In Figure[I5] we combine the four individual mod-
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Figure 14: Modularity baseline with each individual graph.

ularities by multiplication. Note the numbers are
quite small due to the product; as before, the impor-
tant part here is the changes, not the level. Similar
to measurements with INTERPOLAR, the modularity
index shown here indicates low polarization around
January 6", then a significant increase later in the
month.

In the next two figures we plot word clouds for
two days of interest, December 25" and January
6!". These can help zoom in and better understand
what topics were discussed. First, we show Decem-
ber 25", where our polarization index peaks. Note
this peak is not captured by the modularity index.

Next, we show January 6* (Capitol Hill riot),
where measured polarization is low.

We see in Figure (12| that polarization on the 25"
occurs particularly in the quote relation, though it is
also high in all of the other types of relations (i.e.,
hashtag, retweet, mention). On January 6", both
quote and hashtag polarizations are particularly low.
In order to make sense of this difference, we com-
pare the distribution of these two relations within in
each day.

First, Table [T1] shows aggregate statistics. The
“# Lib.” and “# Cons.” columns refer to the num-
ber of quotes from liberal and conservative users re-

spectively, according to the profile labels. The simi-
lar “Shared” columns give the count of the relations
from the stated group with a target that the other
group also connects to. For example, if both liberal
and conservative users quote Person A, then the num-
ber of times liberal users quoted Person A will count
towards the number in the “Lib. Shared” columns.

We observe significantly more liberal quotes and
hashtags on the 6", compared to the 25", and the re-
verse for conservatives, particularly when looking at
the quotes. This is likely the result of a combination
both of users leaving Twitter (more of whom were
conservative) and real-world events. For quotes, we
see that the shared percentages are similar between
the two days, and slightly lower on the 6/*. On the
other hand, for hashtag, we find that they are clearly
higher on the 6"*. Modularity is more complicated
but correlated with these numbers, because it com-
pares connections within and between each groups
with a degree of randomization in the connections
(i.e., configuration model). We see in Figure@ that
the quote and hashtag modularities follow the gen-
eral pattern in the sharing.

We next examine the most popular quotes and
hashtags. Table [T2] shows for each day and group
the 5 people quoted the most. It also shows the
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Figure 15: An overall modularity-based baseline. The general trend in January is similar to our model,

though more extreme.

Date Quote Hashtag

#Lib. #Lib. Shared # Cons. # Cons. Shared | # Lib. # Lib. Shared # Cons. # Cons. Shared
Dec. 25 | 1,582 661 (41.9%) 2,938 1,188 (40.4%) | 1,236 436 (35.3%) 1,467 474 (32.3%)
Jan. 6 2,871 1,087 (37.9%) 1,103 457 (41.4%) 4,730 2,057 (43.5%) 1,695 909 (53.6%)

Table 11: The shared percentages for quotes are similar across both days. For hashtags, more are shared on

the 6",
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Figure 16: Wordcloud of tweets on December 25",
where measured polarization peaks.

amount of times that group quoted each of those peo-
ple, and the percent of the total quotes from the group
each person represents. So for example, the top left
entry shows that realDonaldTrump was quoted 102
times, which represents 6.4% of the total quotes by
Democrats in our sample that day.
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Figure 17: Wordcloud of tweets on January 6%,

where measured polarization is low.

We see a significant difference between the two
days, with the counts much more concentrated at the
top on December 25", especially among conserva-
tives. This is a likely cause of the large spike in polar-
ization detected by our model (see Figure [I2). This
suggests that our model can capture more sophisti-
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cated differences in behavior than either the aggre-
gate statistics or modularity modeling approaches.

Finally, table [13] shows the same information but
for the hashtag relation. In this case, the differences
between the days are less clear. We plan to conduct
a more in depth analysis in the future to understand
this trend.

5 Summary of Analyses

The overall level of correlation observed between our
measures and the NOMINATE scores, shown in Ta-
ble [d] is very high (.96). While this seems excellent
on the surface, we note that a similar correlation can
be obtained from linear regression on the politician
party alone. However, our method achieves intra-
party correlations of .27 (Democratic) and .33 (Re-
publican). This is despite using completely differ-
ent data sources—either social media activities or
NOMINATE scores, which are derived from roll-call
votes. While these correlations are not perfect, they
show our user activity embeddings are capturing par-
tisan polarization.

We can also accurately predict the party affiliation
of Members of Congress, as seen in Table E], again
showing that our user activity embeddings are mean-
ingful. We see a significant improvement from using
all four interaction types together, motivating the use
of a multimodal method like ours.

Cohen and Ruths| [[2013]] argue that a good perfor-
mance for the political elite is insufficient to guaran-
tee a meaningful prediction for the general public. In
Tables[7]and[8] we see that our method still works ef-
fectively when we focus on the mass public by look-
ing at matched primary voting records and strong-
labeled users. In addition, despite reducing the size
of the data, Figure 10| confirms that performance re-
mains strong when we move to the temporal setting
and apply the model on each day individually. We
also outperform the baseline shown in Figure

Our results also confirm in Figure[T3]that polariza-
tion is changing over time on Twitter. First, the re-
sults indicate that there was a slight decrease in par-
tisan polarization observed in the days immediately
following the November 3¢ election. However,
we find that the overall level of polarization subse-
quently increased throughout the rest of November

21

and December, as President Trump and his support-
ers continued to contest the legitimacy of the vote. It
peaked on December 25", As we saw, there were
many interactions involving polarizing users through
quotes on Christmas Day. These atypical interac-
tions could thus have played a role in increasing the
polarization index in our model. We discussed why
INTERPOLAR could detect these interactions while
modularity missed them. Surprisingly, we found that
polarization actually decreased around the Capital
Hill riots on January 6/*. We hypothesized that this
was mainly due to a significant number of highly po-
larized and polarizing users leaving Twitter around
that time, either by moving to more extreme plat-
forms like Parler, or because their account were sus-
pended. During this time, Twitter suspended over
70,000 accounts not to mention those who left of
their own volition, so this likely had a significant im-
pact on user interactions and polarization.

It is also possible that the conversation became rel-
atively unified in condemning these events, similar to
a ‘rally round the flag effect,’ before diverging again
later as competing narratives took root again. How-
ever, this would not explain why polarization seems
to decrease even before January 6", so the previous
Twitter purge hypothesis could have played a bigger
role.

Finally, we saw that later in January, polarization
began to increase again. This is likely due to the
strong conflict in narratives about the Capitol Hill
riot and President Biden’s inauguration. In future
work, we plan to extend the observation period into
February to examine the effects of the second im-
peachment trial and to look more closely at polariza-
tion on the conservative social network Parler.

6 Conclusions and Future Works

This paper introduced a new dynamic framework,
INTERPOLAR, to study political polarization on so-
cial media platforms. This approach is the first to
combine both social interactions and the text content
of online messages to estimate a measure of parti-
san polarization by analyzing more than 365 millions
posts on Twitter and Parler during the 2020 presiden-
tial campaign. We do this by generating user activ-

Shttps://www.bbc.com/news/technology-55638558



Dec. 25 Jan. 6
Liberal Conservative Liberal Conservative
realDonaldTrump 102 (6.4%) realDonaldTrump 406 (13.8%) | LindseyGrahamSC 68 (2.7%) ElijahSchaffer 22 (2.0%)
JoeBiden 38 (2.4%) TimRunsHisMouth 171 (5.8%) ElijahSchaffer 38 (1.3%) TheLeoTerrell 21 (1.9%)
donwinslow 33 (2.1%) marklevinshow 85 (2.9%) atrupar 35 (1.2%) JoeBiden 16 (1.4%)
michaelluo 29 (1.8%) NewDayForNJ 79 (2.7%) Phil Lewis_ 32 (1.1%) JackPosobiec 12 (1.1%)
kylegriffinl 25 (1.6%) JoeBiden 55 (1.9%) igorbobic 32 (1.1%) TomiLahren 11 (0.9%)

Table 12: Top 5 most quoted users by each group. On the 25", there is a clear concentration of quotes in
the top 5, especially from conservatives, and quoting polarizing users.

Dec. 25 Jan. 6
Liberal Conservative Liberal Conservative
Trump 42 (3.4%) MAGA 65 (4.4%) | Trump 144 (3.0%) MAGA 79 (4.7%)
NeverForget 34 (2.8%) OANN 50 (3.4%) | MAGA 87 (1.8%) Trump 49 (2.9%)
MerryChristmas 29 (2.3%) Nashville 31 (2.1%) | 25thAmendmentNow 62 (1.3%)  StopTheSteal 42 (2.5%)
EverybodylIsTurningOnTrump 25 (2.0%) MerryChristmas 30 (2.0%) | ArrestTrump 55(1.2%) Georgia 31 (1.8%)
TrumpHatesChristmas 24 (1.9%) Georgia 27 (1.8%) | Georgia 47 (1.0%)  StopTheSteal 31 (1.8%)

Table 13: Top 5 most used hashtags by each group.

ity embeddings with a deep language model (roberta-
large) and deep graph models (GCNs). In our anal-
yses, we showed that these user activity embeddings
effectively capture information on ideology and par-
tisan polarization.

Applying them to measure general public polar-
ization over time, our findings confirm that there
was a small decline in partisan polarization after
the November 3"¢ election, followed by a grad-
ual increase in partisan conflicts in the following
weeks, with President Donald Trump and his sup-
porters challenging the election results. After a peak
on December 25", polarization decreased temporar-
ily around the January 6" capitol attack, then rose
again. In future work, we plan to extend our analysis
period into February to examine the second impeach-
ment trial. We also plan to:

* Improve our model using new finer-grained ide-
ology data and more sophisticated methods that
preserve user information over time.

* Expand our voter record analysis with more
states and stratified analysis.

* Examine other samples of the general public
from our large dataset, and construct bootstrap
confidence intervals for the measurements.

e Construct a dynamic measure of polarization
for Parler users.

* Classify social media users that are independent
or non-partisan into a separate analytical cate-

gory.

* Conduct additional predictive validity tests to
check if meaningful events are linked to signifi-
cant changes in polarization in order to increase
our understanding of the peaks and valleys we
see in the data.

» Estimate the moderating effects of purging con-
servative users from the Twitter data.

In the future, we also hope to expand our analyt-
ical framework to different social media networks,
such as Facebook, Reddit, Instagram and TikTok.
Our goal is to develop a model that is scalable to very
large datasets and applicable to alternative social me-
dia platforms. Finally, we plan to use our measure of
polarization in a comparative study to monitor up-
coming elections across different countries, includ-
ing Canada, where we have been collecting data on
the most recent election.
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